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#### Abstract

Mining cohesive subgraphs and communities is a fundamental problem in network analysis and has drawn much attention in the last decade. Most existing cohesive subgraph models mainly consider the structural cohesion but ignore the subgraph significance. In this article, we formulate a new model, called statistically significant clique, to mine significant cohesive subgraphs in large vertex-labeled graphs. A statistically significant clique is a complete subgraph with a significance value exceeding a given threshold. The subgraph significance is evaluated by a widely used metric called chi-square statistic. We study the problem of enumerating all maximal statistically significant cliques. The problem is proved to be NP-hard. We propose an efficient branch-andbound algorithm with several elegant pruning strategies to solve our problem. We conduct extensive experiments on seven large real-world datasets to show the practical efficiency of our algorithms. We also conduct a case study to evaluate the effectiveness of our proposed model.
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## 1 Introduction

GRAPH models have been used to capture the relationJships among entities in a wide spectrum of applications, such as social networks [1], [2], biological networks [3], [4], and collaboration networks [5], [6]. A proliferation in graphbased applications has steered research efforts toward the challenges in managing and analyzing graphs. Discovering cohesive subgraphs is a fundamental problem with numerous applications like detecting social communities [7], [8] and mining protein complexes [9]. This paper aims to mine statistically significant cohesive subgraphs, which have never been considered in previous studies. Generally, the task identifies a set of densely connected subgraphs with certain properties beyond the standard distribution.

Many efforts have been made on extracting significant substructures [10], [11], [12], [13] among the studies for
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mining subgraph patterns. Several works study the problem of frequent subgraph mining [12], [13], where a subgraph is considered to be significant if its frequency exceeds a predefined threshold. However, the subgraph frequency only considers the structural property, while vertices in a tremendous amount of real-world graphs are always associated with a set of labels or attributes. For example, in a protein-protein-interaction network, each vertex represents a protein, and the labels may represent protein functionalities. To capture the label statistics in significant subgraph mining, Arora et al. studied the problem of computing statistically significant connected subgraphs [14].

In statistics, the significance provides the evidence concerning the plausibility of the null hypothesis, which hypothesizes that the data distribution is only affected by random chance. If we have evidence to reject the null hypothesis, the corresponding result is considered statistically significant. In the statistically significant connected subgraph model, the null hypothesis is that the labels on each vertex are assumed to be assigned independently and randomly from a fixed probability distribution. The deviation between the actual labels and the expected labels measures the statistical significance and is computed via a function called chi-square statistic [15], which has also been used in many other works [14], [16], [17], [18]. The higher the chi-square, the higher the statistical significance [12], [14]. In this paper, we also evaluate the significance by the chi-square statistic. Given a set of vertices $U$ and their labels, the chi-square statistic is formally defined as follows.

$$
f(U)=\sum_{i=1}^{l} \frac{\left(y_{i}-y p_{i}\right)^{2}}{y p_{i}}
$$

where $l$ is the number of distinct labels, $y$ is the total number of all labels in $U, y_{i}$ is the number of the $i$ th labels, and $p_{i}$ is the expected frequency of the $i$ th label. A higher chi-square statistic means a higher deviation between the real and


Fig. 1. A labeled graph $G$ and maximal $(k, \theta)$-significant cliques in $G$ given $k=4, \theta=6.0, p_{A}=0.8$, and $p_{B}=0.2$.
expected label distributions which may indicate some intrinsic properties. For example, the numbers of male and female staff are expected to be similar in a company. Given the real numbers of them, a high chi-square statistic may indicate some gender inequality in the company.

Clique is a fundamental and commonly used model for cohesive subgraph detection [19]. An induced subgraph $S$ is a clique if there exists an edge between every pair of vertices in $S$. The clique model has drawn much research attention, such as enumerating maximal cliques [20], [21], [22], computing the maximum clique [23], [24], and mining cliquebased subgraphs, e.g., signed cliques [25], [26], [27].

Our Model. Based on the concepts of chi-square statistic and clique, we propose a novel significant cohesive subgraph model, which is called $(k, \theta)$-significant cliques, in ver-tex-labeled graphs. Given a size constraint $k$, a significance threshold $\theta$, and a probability distribution $P$ as the input, a ( $k, \theta$ )-clique $S$ satisfies the following three properties: (i) $S$ is a clique in which every pair of vertices is connected; (ii) the chi-square statistic of $S$ is at least equal to $\theta$; and (iii) the number of vertices in $S$ is no smaller than $k$. The first two properties support us to find significant cohesive subgraphs in the graph, and the third property helps us avoid some small graphlets like edges and triangles. We study the problem of enumerating all maximal $(k, \theta)$-significant cliques in a graph. Given an integer $k=4$, a real value $\theta=6$ and a label probability distribution $\left\{p_{\mathrm{A}}=0.8, p_{\mathrm{B}}=0.2\right\}$, Fig. 1 shows an example of all maximal ( $k, \theta$ )-significant cliques.

Applications. The problem of enumerating all maximal ( $k, \theta$ )-significant cliques has many applications, including but not limited to discovering influential research groups in collaboration networks [28], detecting topic-centric communities in social networks [29], and revealing important functional organizations in PPI networks [30].

Research Group Discovery in Co-Author Networks. In a coauthor network (e.g., DBLP), two researchers are connected by an edge if they have a common publication. A researcher may have several labels or attributes, and each label represents a conference or a journal where the researcher has a paper published. Setting a relatively low expected frequency for some high-ranking conferences or journals in a research domain leads to a higher chi-square statistic for groups with more such publications. Our model can be applied to identify outstanding research groups with many high-quality publications. We have conducted a case study on DBLP to discover such research groups in Section 6.

Topic-Centric Community Detection in Social Networks. In social networks, each user may have several labels representing the followed topics, like soccer and basketball. The
model can help mine topic-centric communities that have a strong association with some specific topics (or features) far beyond others. For example, in sports marketing, it is crucial to locate the avid sports fans. Assume that we would like to mine a set of pure "soccer" communities for recommendations and advertisements. A straightforward method is to collect all the vertices following "soccer" and compute cliques in the induced subgraph. However, this method does not consider other labels, and the resulting communities may also be highly interested in other sports. By setting a suitable parameter, our model can find a set of communities whose members care about "soccer" far beyond other sports.

Organization Mining in Biological Networks. In PPI networks, each protein is assigned several labels by its functionalities. By setting specific parameters, our model can be used to identify a set of biological organizations (closely connected proteins) with some particular statistics far beyond normal. The derived structures may play crucial roles in certain biological processes.

Note that there have been several keyword-based community models in labeled networks. However, they cannot easily cover our research problem and techniques. First, existing works either cannot guarantee strong structural cohesion [31], [32] or focus on other cohesion models like kcore and k-truss [33]. To the best of our knowledge, we are the first to study significant clique mining in labeled graphs given the prevalence of the fundamental clique model. Our model guarantees both the strongest structural cohesion and flexible keyword significance. Second, several works only accept an input graph and cannot support personalized keyword (distribution) queries [31], [33], [34], [35], [36]. For example, Chu et al. [33] find cohesive subgraphs where the common pattern is frequent in all vertices. The common pattern is generated by the algorithm. Third, several key-word-based community detection models accept a set of keywords as the input and only consider the existence of keywords [37], [38], [39]. Such models compute cohesive subgraphs where each vertex covers as many given keywords as possible. In these models, the importance of all input keywords is always the same. By contrast, the statistical significance model provides an input of keyword distribution. Thus, we can flexibly assign different strengths to input keywords according to specific scenarios.

Challenges. It is challenging to compute all maximal $(k, \theta)$-significant cliques. First, the problem is NP-hard, which is proved in Section 2.2 by showing that the maximal clique enumeration is a special case of our problem. Second, the significance constraint in the model is not anti-monotonic. In other words, even though we find a clique $S$ with a chi-square statistic less than $\theta$, a sub-clique of $S$ may still have a chisquare statistic larger than $\theta$. As a result, we still need to check every possible sub-clique of $S$ further. Therefore, the technical challenges include how to correctly output maximal $(k, \theta)$-significant cliques without any duplication and how to prune the search space effectively.

Our Solution. Based on the concept of $k$-core [40] and graph coloring [41] in existing studies, we propose a basic branch-and-bound algorithm. However, the integer $k$ is normally small to only filter out some small motifs, which diminishes the pruning effectiveness of basic structural
rules. To improve the practical efficiency, we observe an upper bound for the chi-square statistic of a given vertex set (Theorem 2). Based on the upper bound, we combine the concepts of $k$-core and graph coloring and derive a vertex reduction strategy with stronger structural pruning effectiveness and a statistical pruning rule. We further extend the ideas from vertices to edges and propose an edge pruning strategy.

Contributions. We summarize the main contributions in this paper as follows.

- An elegant significant cohesive subgraph model. We propose a novel subgraph model, called $(k, \theta)$-significant clique in labeled graphs. We prove that the problem of computing all maximal $(k, \theta)$-significant cliques is NP-hard.
- An algorithm for significant clique enumeration. We propose a novel branch-and-bound algorithm to enumerate maximal $(k, \theta)$-significant cliques without any duplication.
- Several strategies to prune the search space. We propose two effective pruning strategies from the perspectives of both vertex reduction and edge reduction, which take $O\left(m \cdot \log d e g_{\max }\right)$ and $O\left(m^{1.5}\right)$ times, respectively. $m$ is the number of edges, and $d e g_{\max }$ is the maximum degree.
- Extensive performance studies. We conduct extensive experiments on seven real-world datasets to evaluate the efficiency of our proposed algorithms. We also conduct a case study to show the effectiveness of our model.
Organization. The rest of this paper is organized as follows. Section 2 introduces background knowledges and defines the problem. Section 3 proposes a non-trivial baseline algorithm. Section 4 gives several pruning strategies. Section 5 presents the final algorithm. Section 6 reports the performance studies. Section 7 introduces related works, and Section 8 concludes the paper. We omit the proofs for several straightforward lemmas and theorems, which can be obtained in the full version [42].


## 2 Preliminary

### 2.1 Problem Definition

We consider an undirected labeled graph $G(V, E, \mathcal{L}) . V$ is the set of vertices. $E \subseteq(V \times V)$ is the set of edges. $\mathcal{L}$ assigns one or more labels to each vertex from a label set $L$, i.e., $\mathcal{L}$ : $V \rightarrow \bigcup_{v \in V, L_{v} \subseteq L} L_{v}$. We use $n$ and $m$ to represent $|V|$ and $|E|$, respectively. Given a vertex $u$, the neighbor set of $u$ is denoted by $N(u)$, i.e., $N(u)=\{v \in V \mid(u, v) \in E\}$. The degree of $u$ is denoted by $\operatorname{deg}(u)$, i.e., $\operatorname{deg}(u)=|N(u)|$. A subgraph $S\left(V_{S}, E_{S}\right)$ is called an induced subgraph of $G$ if $V_{S} \subseteq V$ and $E_{S}=\left\{(u, v) \in E \mid u \in V_{S}, v \in V_{S}\right\}$. A subgraph $S$ of $G$ is a clique if every two vertices in $S$ are connected, i.e., $\forall u, v \in$ $V_{S},(u, v) \in E_{S}$. The clique $S$ is called a $k$-clique if there are $k$ vertices in $S$, i.e., $\left|V_{S}\right|=k$.

Given a set of vertices $U \in V$, assume that $l$ is the number of distinct labels in $U$, i.e., $l=\left|\bigcup_{u \in U} \mathcal{L}(u)\right|$. We have an observed frequency vector $Y=\left\{y_{1}, y_{2}, \ldots, y_{l}\right\}$, where $y=$ $\sum_{i=1}^{l} y_{i}=\sum_{u \in U}|\mathcal{L}(u)|$. Given a fixed label probability distribution $P=\left\{p_{1}, p_{2}, \ldots, p_{l}\right\}$, the chi-square statistic [15] (also Authorized licensed use limited to: BEIJING INSTITUTE OF TECHNOLOGY. Down
which has been widely studied in the literature [43], [44], [45], [46]. All maximal cliques are the results of a special case of our problem. Specifically, given $k=0$ and $\theta=0$, the chi-square statistic of an arbitrary vertex set is always no less than $\theta$, and the problem of enumerating ( 0,0 )-significant cliques is equivalent to the problem of maximal clique enumeration. Given that the maximal clique enumeration problem is NP-hard, our problem is also NP-hard.

### 2.2.2 Non-Monotonicity

Given a set $S$, an anti-monotonic constraint means that if $S$ satisfies (or does not satisfy) the constraint, any subset of $S$ also satisfies (or does not satisfy) the constraint. For example, the clique constraint in Definition 1 is anti-monotonic since any subgraph of a clique is also a clique. The size constraint in Definition 1 is anti-monotonic since if a graph $S$ has fewer than $k$ vertices, any subgraph of $S$ also has fewer than $k$ vertices. However, the chi-square constraint in Definition 1 is not anti-monotonic. In other words, given a graph $S$ with $f\left(V_{S}\right) \geq \theta$ and an arbitrary subgraph $S^{\prime}$ of $S$, we cannot derive $f\left(V_{S^{\prime}}\right) \geq \theta$ and vise versa.

Example 3. Given the graph $G$ in Fig. 1, assume that $k=$ $4, \theta=6.0, p_{\mathrm{A}}=0.8$ and $p_{\mathrm{B}}=0.2$. Considering the induced triangle of $\left\{v_{12}, v_{13}, v_{14}\right\}$, we have the chi-square value $f\left(v_{12}, v_{13}, v_{14}\right)=5$, which is less than the expected threshold $\theta$. However, we cannot remove the vertices since an induced supergraph of $\left\{v_{11}, v_{12}, v_{13}, v_{14}\right\}$ has a chi-square value 8.167. On the other hand, we consider the vertex set $\left\{v_{1}, v_{2}, v_{10}, v_{15}, v_{17}\right\}$, whose chi-square is 5 and less than $\theta$. However, we still cannot remove the vertices since a subset $\left\{v_{1}, v_{2}, v_{10}, v_{15}\right\}$ has a chi-square value 7.563 , which is larger than $\theta$.

Without the anti-monotonicity, we cannot immediately borrow the idea of existing algorithms for maximal clique enumeration. Specifically, once finding a maximal clique $C$, even $f\left(V_{C}\right)<\theta$, it is possible that a sub-clique $C^{\prime}$ of $C$ satisfies $f\left(V_{C^{\prime}}\right) \geq \theta$. Consequently, we cannot filter out $C$ and need to further check every possible sub-clique of $C$ with no fewer than $k$ vertices. The method works but produces numerous intermediate results since a $(k, \theta)$-significant clique may be involved in several maximal cliques. In addition, the number of cliques can be extremely large (up to $3^{n / 3}$ in the worst case [45]), which makes the naive solution costly in big graphs. Therefore, the main challenges are how to avoid outputting the duplicated results and how to prune the search space effectively.

## 3 A Branch-and-Bound Algorithm

### 3.1 Basic Structural Graph Reduction

To handle the challenges discussed in Section 2.2, we give a non-trivial baseline algorithm in this section. We start by introducing several basic pruning rules, which can be easily derived from existing clique studies, like $k$-clique enumeration [47] and the maximum clique computation [24].

Core Based Pruning. The first structural pruning rule is based on $k$-core, which is formally defined as follows.


Fig. 2. A coloring and the 3-core of the graph $G$.
Definition 3. ( $k$-CORE) Given a graph $G$ and an integer $k, a$ $k$-core in $G$ is a maximal connected subgraph in which the degree of every vertex is at least $k$ [40].

Lemma 1. Given a graph $G$ and a vertex $u, u$ is contained in a $k$-clique only if it is contained in a $(k-1)$-core [48].

Based on Lemma 1, all vertices not belonging to the $(k-1)$-core can be safely removed before $(k, \theta)$-clique computation. Given an integer $k$, we can compute the $(k-1)$-core by iteratively removing all vertices with degree less than $k-$ 1. The running time is bounded by $O(m)$ [49]. An example of the 3-core in the graph $G$ of Fig. 1 is marked by gray in Fig. 2.

Graph Coloring-Based Pruning. The second structural pruning rule is based on the concept of graph coloring. Given a graph $G(V, E)$, a coloring of $G$ is an assignment of a color number, denoted by color $(u)$, for each vertex $u$ such that two adjacent vertices share different colors, i.e., $\forall(u, v) \in$ $E, \operatorname{color}(u) \neq \operatorname{color}(v)$. Given a colored graph $G$ and a subgraph $S$ of $G$, we use colors $(S)$ or colors $\left(V_{S}\right)$ to denote all distinct color numbers in $S$, i.e., $\operatorname{colors}(S)=\left\{\mathcal{C} \mid \exists u \in V_{S}\right.$, $\operatorname{color}(u)=\mathcal{C}\}$.
Lemma 2. A graph $G$ contains a $k$-clique only if there are at least $k$ distinct colors in $G$, i.e., $|\operatorname{colors}(G)| \geq k$ [41].
Based on Lemma 2, we avoid enumerating $(k, \theta)$-significant cliques of a subgraph $S$ if the number of distinct colors in $V_{S}$ is less than $k$, i.e., $|\operatorname{colors}(S)|<k$. The pruning effectiveness closely depends on the coloring result. The fewer distinct color numbers, the more subgraphs can be pruned. However, it is NP-hard to color a graph with the minimum distinct color numbers [50]. Several heuristic methods have been proposed for coloring graphs in practice, and a widely used one is the greedy method following the graph degeneracy order [51]. Specifically, a vertex permutation $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ is a degeneracy order if every vertex $v_{i}$ has the smallest degree in the induced subgraph of $\left\{v_{i}, v_{i+1}, \ldots, v_{n}\right\}$. Computing the degeneracy order takes $O(m)$ time. The coloring algorithm processes vertices in the reverse degeneracy order and greedily assigns each vertex the smallest color number that is not the same as that of any colored neighbor. The degeneracy-orderbased coloring can be conducted in $O(m)$ time. A graph coloring for the graph $G$ in Fig. 1 is provided in Fig. 2.

### 3.2 Computing Maximal Significant Cliques

The Key Idea. We propose a branch-and-bound algorithm, called SigClique, to enumerate all $(k, \theta)$-significant cliques. Without loss of generality, we assume that the input graph is connected. Given a set of vertices $R$ initialized as $V$, we aim to compute all $(k, \theta)$-significant cliques in the induced subgraph of $R$. We first identify whether $G[R]$ is a
$(k, \theta)$-significant clique. If $G[R]$ is not a valid $(k, \theta)$-significant clique, SigClique randomly picks a vertex $u$ and divides the search space into two subspaces: (i) the subspace of all ( $k, \theta$ )-cliques containing $u$, and (ii) the subspace of all ( $k, \theta$ )-cliques excluding $u$. Then SigClique recursively performs the same strategy for each subspace. In each recursion, we use $I$ to denote the set of vertices that must be included in the $(k, \theta)$-cliques in $R$. $I$ is initialized as $\emptyset$. Consequently, $R$ consists of $I$ and a set of candidate vertices, which can be potentially included in the $(k, \theta)$-clique. In each recursion, we pick a vertex from the set $R \backslash I$. We immediately terminate the search if $R=I$ since $R$ is not a $(k, \theta)$-clique and no subspace can be further explored.

If $R$ is a valid $(k, \theta)$-significant clique, we check the maximality of $R$ by adding all possible common neighbors of $R$. No matter whether $R$ is maximal or not, we terminate the current search space since all following $(k, \theta)$-significant cliques are subsets of $R$ and can never be maximal.

```
Algorithm 1. SigClique \((G(V, E), \theta, k)\)
    color \(G\) based on the degeneracy order;
    Enum \((V, \emptyset, \theta, k)\);
    Procedure Enum \((R, I, \theta, k)\) :
        \(R \leftarrow\) all vertices in \((k-1)\)-core of \(G[R]\);
        if \(R \cap I \neq I\) then return;
        if \(\mid\) colors \((R) \mid<k\) then return;
        if \(R\) is a \((k, \theta)\)-significant clique then
            if \(\operatorname{IsMax}\left(R, \bigcap_{v \in R} N(v), \theta\right)\) then output \(R\);
            // early termination
            return;
        if \(R=I\) then return;
        pick a vertex \(u\) from \(R \backslash I\);
        \(\operatorname{Enum}\left(I \cup N_{R}(u) \cup\{u\}, I \cup\{u\}, \theta, k\right)\);
        \(\operatorname{Enum}(R \backslash\{u\}, I, \theta, k)\);
    Procedure IsMax \((R, C, \theta)\) :
        if \(C=\emptyset\) then return true;
        pick a vertex \(u\) from \(C\);
        if \(f(R \cup\{u\}) \geq \theta\) then return false;
        if ! IsMax \((R \cup\{u\}, C \cap N(u), \theta)\) then
            return false;
        if !lsMax \((R, C \backslash\{u\}, \theta)\) then return false;
        return true;
```

The Algorithm. The pseudocode of SigClique is shown in Algorithm 1. In addition to $R$ and $I$, we input $k$ and $\theta$ to the procedure Enum. In Line 2 of Enum, we reduce the graph by computing $(k-1)$-core based on Lemma 1 . Since all vertices in $I$ must be contained in the $(k, \theta)$-clique, we terminate the current search space if a vertex in $I$ is removed in the $(k-1)$-core computation in Line 3. Based on Lemma 2, we count the number of distinct colors in $R$ and terminate the search if $R$ cannot be a $k$-clique. Line 5 identifies whether $R$ is a $(k, \theta)$-significant clique by checking the degree of each vertex and the chi-square statistic of $R$. Line 6 checks the maximality of $R$ by invoking IsMax. Line 9 searches the subspace including $u$, where $N_{R}(u)$ represents $u$ 's neighbors in $R$. Line 10 searches the subspace excluding $u$.

In the procedure IsMax, $R$ is the set of vertices to be checked, and $C$ is all common neighbors of vertices in $R$. In Line $2, C=\emptyset$ means no candidate vertex can be added to $R$,
and $R$ must be maximal. The maximality search is also divided into two subspaces. Line 5 identifies whether $R \cup$ $\{u\}$ is maximal. Line 7 checks whether $R$ is maximal when excluding $u$ from the candidate set.

Theorem 1. Algorithm 1 correctly computes all maximal $(k, \theta)$-significant cliques in the graph $G$.

## 4 Statistical Graph Reduction

Even though Algorithm 1 successfully computes $(k, \theta)$-cliques without any redundancy, the pruning effectiveness is still limited, especially in large graphs and given a small size constraint. In this section, we study several pruning strategies regarding the chi-square statistic. Section 4.1 formulates a new cohesive subgraph model called $(k, \theta)$-significant core. Section 4.2 embeds the concept of graph coloring to the $(k, \theta)$-significant core, which improves the effectiveness of both structural pruning and statistical pruning. Section 4.3 extends the idea of $(k, \theta)$-significant core to prune edges.

### 4.1 Pruning via Significant Core

To support the statistical pruning over the graph, we first give a key theorem as follows.

Theorem 2. Given a set of labeled vertices $V$, a probability distribution $P$, two arbitrary subsets $V_{1}$ and $V_{2}$ with $V_{1} \cup V_{2}=V$ and $V_{1} \cap V_{2}=\emptyset$, we have $f\left(V_{1}\right)+f\left(V_{2}\right) \geq f(V)$.

Proof. We prove the theorem by showing $f=f\left(V_{1}\right)+$ $f\left(V_{2}\right)-f(V) \geq 0$. We expand $f$ as follows based on Eq. (1).

$$
f=\sum_{i=1}^{l} \frac{y_{1 i}^{2}}{y_{1} p_{i}}-y_{1}+\sum_{i=1}^{l} \frac{y_{2 i}^{2}}{y_{2} p_{i}}-y_{2}-\sum_{i=1}^{l} \frac{y_{i}^{2}}{y p_{i}}+y .
$$

Given that $y_{1}+y_{2}=y$ and $y_{1 i}+y_{2 i}=y_{i}$, we transform the formula as follows.

$$
\begin{aligned}
f & =\sum_{i=1}^{l} \frac{1}{y_{1} y_{2} y p_{i}} \cdot\left(y_{1 i}^{2} y_{2}^{2}+y_{2 i}^{2} y_{1}^{2}-2 y_{1 i} y_{2 i} y_{1} y_{2}\right) \\
& =\sum_{i=1}^{l} \frac{\left(y_{1 i} y_{2}-y_{2 i} y_{1}\right)^{2}}{y_{1} y_{2} y p_{i}} \geq 0 .
\end{aligned}
$$

We have $f \geq 0$, and the proof is completed.
Based on Theorem 2, we formulate a new cohesive subgraph model, called $(k, \theta)$-significant core, to prune unpromising vertices in the problem of $(k, \theta)$-clique enumeration. Related definitions are given as follows.

Definition 4. (Neighborhood Significance) Given a vertex $u$, the neighborhood significance of $u$, denoted by $f_{n}(u)$, is the sum of the significance of $u$ and all its neighbors, i.e., $f_{n}(u)=f(u)+\sum_{v \in N(u)} f(v) .{ }^{1}$
Definition 5. (Significant Core) Given a graph $G$, an integer $k$ and a positive real value $\theta,(k, \theta)$-Significant Core (SC for short) is a maximal connected subgraph of $G$ in which every vertex $u$ satisfies (i) $\operatorname{deg}(u) \geq k$, and (ii) $f_{n}(u) \geq \theta$.

1. Here, we use $f(u)+\sum_{v \in N(u)} f(v)$ as $f(u \cup N(u))$ requires much more effort to compute, although the later is tighter.


Fig. 3. Pruning $G$ via $(3,6)$-significant core.

Based on Definition 5, we can prune vertices supported by the following lemma.
Lemma 3. A maximal $(k, \theta)$-significant clique must be contained in a $(k-1, \theta)$-significant core.
Example 4. Fig. 3gives an example of the pruning result via the ( 3,6 )-significant core. The chi-square statistics of several required label sets are given on the right of Fig. 3. After computing the (3,6)-significant core, the vertices $v_{7}$ and $v_{16}$ are removed. Specifically, $v_{16}$ is removed since $\operatorname{deg}\left(v_{16}\right)<3$. For the vertex $v_{7}$, we have $f_{n}\left(v_{7}\right)=$ $f\left(v_{7}\right)+f\left(v_{3}\right)+f\left(v_{8}\right)+f\left(v_{9}\right)=5.625<6$. All the remaining vertices have degrees no less than 3 and neighborhood significance no less than 6. For example, the neighborhood significance of the vertex $v_{4}$ is 6.5.
Given a graph $G$, we can compute all $(k, \theta)$-significant cores by a method similar to $k$-core computation. We recursively remove a vertex with degree less than $k$ or neighborhood significance less than $\theta$. If a neighbor $v$ of $u$ is removed, we update $f_{n}(u)$ to $f_{n}(u)-f(v)$. The time complexity is analyzed as follows.

Theorem 3. Computing all $(k, \theta)$-cores takes $O(m)$ time.

### 4.2 Pruning via Colorful Significant Core

In this subsection, we further improve the pruning effectiveness by embedding the concept of graph coloring in $(k, \theta)$-significant core. Compared with the significant core model, we strictly prune more vertices in terms of both graph structure and label statistics. From the structural perspective, we can combine the degree-based bound (Lemma 1) and the coloring-based bound (Lemma 2) as follows.

Definition 6. (Colorful Degree) The colorful degree of a vertex $u$, denoted by $\operatorname{deg}_{c}(u)$, is the number of distinct colors in $N(u)$, i.e., $\operatorname{deg}_{c}(u)=|\operatorname{colors}(N(u))|$.

Lemma 4. For any $(k, \theta)$-significant clique $C$, we have $\operatorname{deg}_{c}(u) \geq k-1$ for every $u \in V_{C}$.
Proof. We prove Lemma 4 by contradiction. We assume that there exists a vertex $u \in V_{C}$ whose degree is less than $k-1$. Then, we have $|\operatorname{colors}(N(u))|<k-1$. According to Lemma 2, $N(u)$ cannot contain a $(k-1)$-clique, thus, $\{u\} \cup N(u)$ cannot contain a $k$-clique. However, as $C$ is a ( $k, \theta$ )-significant clique, for every vertex $u \in V_{C}$, we have $\{u\} \cup N(u)$ contains a $k$-clique. That is a contradiction.
Example 5. We give an example in the colored graph $G$ of Fig. 2. Considering the vertex $v_{6}$, the degree of $v_{6}$ is 3 . However, the colorful degree of $v_{6}$ is only 2 , since there


$$
\begin{aligned}
& \mathrm{f}(\mathrm{~A})=0.25 \\
& \mathrm{f}(\mathrm{~B})=4 \\
& \mathrm{f}(\mathrm{AB})=1.125 \\
& \operatorname{deg}_{\mathrm{c}}\left(v_{6}\right)=2 \\
& \left.\mathrm{fcn}^{\left(U_{17}\right)}\right)=5.625
\end{aligned}
$$

Fig. 4. Pruning $G$ via colorful ( 3,6 )-significant core.
are only two distinct colors in the neighborhood of $v_{6}$. According to Lemma $4, v_{6}$ cannot be in any $(4, \theta)$-significant clique.
From the statistical perspective, we combine the concepts of neighborhood significance (Definition 4) and the color-ing-based bound (Lemma 2) as follows.

Definition 7. (Colorful Neighborhood Significance) The colorful neighborhood significance of a vertex $u$, denoted by $f_{\text {cn }}(u)$, is the sum of significance of $u$ and the maximum vertex significance for each color in $N(u)$, i.e.,

$$
f_{c n}(u)=f(u)+\sum_{\mathcal{C} \in \operatorname{colors}(N(u))} \max _{v \in N(u) \mid \operatorname{color}(v)=\mathcal{C}} f(v)
$$

Lemma 5. Given a $(k, \theta)$-significant clique $C$, we have $f_{c n}(u) \geq$ $\theta$ for every $u \in V_{C}$.
Example 6. We give an example to explain Definition 7. Considering the vertex $v_{17}$ in Fig. 2, we have three distinct colors in $N\left(v_{17}\right)$. For the yellow color, we have two vertices $v_{5}$ and $v_{15}$ in $N\left(v_{17}\right)$. The labels of them are the same, and the largest statistic for the yellow color is $f(\mathrm{~B})=4$. Each other color in $N\left(v_{17}\right)$ has only one vertex. As a result, we have $f_{c n}\left(v_{17}\right)=f\left(v_{17}\right)+f\left(v_{5}\right)+f\left(v_{10}\right)+f\left(v_{3}\right)=5.625$. By contrast, the neighborhood significance of $v_{17}$ is $f_{n}\left(v_{17}\right)=9.625$.
Based on Definitions 6 and 7, we give an extended version of $(k, \theta)$-significant core.

Definition 8. (Colorful Significant Core) Given a colored graph $G$, an integer $k$ and a positive real value $\theta$, a Colorful $(k, \theta)$-Significant $\underline{\text { Core }}$ (CSC for short) is a maximal connected subgraph of $G$ in which every vertex $u$ satisfies (i) $\operatorname{deg}_{c}(u) \geq k$, and (ii) $f_{c n}(u) \geq \theta$.

Example 7. We give an example of the (3,6)-CSC in Fig. 4. Two vertices $v_{6}$ and $v_{17}$ are removed from the graph. Based on Lemmas 4 and 5 , they can never be in any (4,6)-clique.
The pruning effectiveness of $(k, \theta)-C S C$ is guaranteed to be stronger than that of $(k, \theta)-S C$ as shown below.
Theorem 4. A colorful $(k, \theta)$-significant core must be contained in a $(k, \theta)$-significant core.

Proof. Given a colorful $(k, \theta)$-significant core $C$, for each vertex $u \in V_{C}$, we have $\operatorname{deg}_{c}(u) \geq k$ and $f_{c n}(u) \geq \theta$. Obviously, $\operatorname{deg}(u) \geq d e g_{c}(u) \geq k$, and $f(u) \geq f_{c n}(u) \geq \theta$, thus, $C$ is contained in a $(k, \theta)$-significant core.
Colorful SC Computation.Algorithm 2 presents the pseudocode for colorful $(k, \theta)$-significant core computation. The strategy is similar to computing $k$-cores. Line 3 initializes
the colorful degree and the colorful neighborhood significance for each vertex $u$. Line 4 adds $u$ to the queue if it cannot be in the $(k, \theta)-C S C$. The procedure invalid() is used to identify the validity of a vertex according to Lemmas 4 and 5. After popping an invalid vertex $u$ in Line 6 , we update neighbors of $u$ if necessary. Let the color of $u$ be $\mathcal{C}$. In Line 9, we decrease $\operatorname{deg}_{c}(u)$ by one if no vertex has the color $\mathcal{C}$ in $N(v)$ after removing $u$. In Line 10, let $N_{\mathcal{C}}(v)$ be the set of all neighbors of $v$ with the color $\mathcal{C}$. If $u$ has the largest chisquare statistic in $N_{\mathcal{C}}(v)$, let $s$ be the second largest chisquare statistic in $N_{\mathcal{C}}(v)$. We set $s=0$ if there exists only $u$ in $N_{\mathcal{C}}(v)$. We update $f_{c n}(v)$ to $f_{c n}(v)-f(u)+s$. We do not change $f_{c n}(v)$ if $u$ is not the vertex with the largest chisquare statistic in $N_{\mathcal{C}}(v)$.

```
Algorithm 2. \(\operatorname{CSC}(G, \theta, k)\)
    // \(f_{n}(u)=f(u)+\sum_{v \in N(u)} f(v), f_{c n}(u)\) is colorful \(f_{n}(u)\),
        \(\operatorname{deg}_{c}(u)\) is colorful \(\operatorname{deg}(u)\)
    \(Q \leftarrow\) initialized an empty queue;
    foreach \(u \in V\) do
        compute \(f_{c n}(u)\), and \(\operatorname{deg}_{c}(u)\);
        if invalid \((u)\) then \(Q . p u s h(u)\);
    while \(Q \neq \emptyset\) do
        \(u \leftarrow Q . p o p() ;\)
        foreach \(v \in N(u)\) do
            if invalid \((v)\) then continue;
            update \(d e g_{c}(v)\);
            update \(f_{c n}(v)\);
            if invalid \((v)\) then \(Q . p u s h(v)\);
        remove \(u\) and all connected edges;
    Procedure invalid \((u)\) :
        if \(d e g_{c}(u)<k\) then return true;
        if \(f_{c n}(u)<\theta\) then return true;
        return false;
```

Implementation and Complexity Analysis. The key step in Algorithm 2 is to efficiently maintain the colorful degree (Line 9) and colorful neighborhood significance (Line 10) of each vertex. For the colorful degree of a vertex $u$, we use a hash table to store the number of vertices for each color in colors $(N(u))$. Initializing the hash table for $u$ takes $O(\operatorname{deg}(u))$ time, and locating the value for a specific color number takes constant average and amortized time.

Next, we discuss the implementation to update the colorful neighborhood significance. For each color $\mathcal{C} \in \operatorname{colors}(N(v))$, we sort all vertices with the color $\mathcal{C}$ in a non-increasing order of their chi-square statistics, which takes $O(\operatorname{deg}(v) \log \operatorname{deg}(v))$ time. Given an invalid neighbor $u$, we also use a hash table to locate $u$ in the sorted list and mark the position of $u$ as empty. If $u$ is not the first vertex in the corresponding color, $f_{c n}(v)$ does not need to be updated. If $u$ is the first vertex, we iteratively search the following positions with the same color until finding a nonempty vertex $w$. We update $f_{c n}(v)$ to $f_{c n}(v)$ $f(u)+f(w)$, where $f(w)=0$ if $w$ does not exist. Note that it may take several movements to find $w$. However, the total number of operations for each vertex $v$ in Line 10 of Algorithm 2 is bounded by $O(\operatorname{deg}(v))$ since we always move forward to locate the second largest chi-square statistic.
Example 8. In Fig. 5, we give an example of the data structure to maintain $f_{c n}\left(v_{15}\right)$ in the graph of Fig. 2. $v_{15}$ has six


Fig. 5. The data structure for $v_{15}$ to maintain $f_{c n}\left(v_{15}\right)$.
neighbors with three distinct colors. $f_{c n}\left(v_{15}\right)$ is initialized as the sum of $f\left(v_{15}\right)$ and the chi-square statistics of all the first vertices of distinct colors. Assume that the vertex $v_{6}$ is removed, and we need to update $f_{c n}\left(v_{15}\right)$. We first use the hash function to locate the the position of $v_{6}$. By checking the previous vertex, $v_{6}$ is not the first vertex in the table with the same color. Therefore, we set the position of $v_{6}$ as empty and do not change $f_{c n}\left(v_{15}\right)$.

We provide the theoretical analysis of Algorithm 2 in the following theorem.

Theorem 5. The time complexity of Algorithm 2 is $O(m$. $\left.\log d e g_{\max }\right)$, where deg ${ }_{\max }$ is the maximum degree in the graph. The space complexity of Algorithm 2 is $O(m)$.

### 4.3 Pruning via Significant Truss

Recall that Section 4.2 extends $(k, \theta)-S C$ and strengthens the vertex pruning rule. In this subsection, we will strengthen the $(k, \theta)-S C$ from the perspective of edge reduction. In other words, we consider whether two connected vertices can be in the same $(k, \theta)$-clique or not. The lemma for the structural edge reduction is given as follows, which further applies the $k$-core concept to the ego-network of each vertex.

Lemma 6. Given a $k$-clique $C$ and an arbitrary vertex $u \in V_{C}$, for every vertex $v \in N_{C}(u)$, the vertex $v$ is contained in a $(k-2)$-core of $G[N(u)][23]$.

Theorem 6. Two vertices $u$ and $v$ cannot be contained in the same $(k, \theta)$-clique if $v$ is not in a $(k-2)$-core of the neighborhood subgraph $G[N(u)]$.

Based on Theorem 6, if the vertex $v$ is not in a $(k-2)$-core of $G[N(u)]$, we remove the edge $(u, v)$, which guarantees that $u$ and $v$ cannot be enumerated in the same clique. Given the $O(m)$ time to compute the $k$-core, a straightforward method to recursively remove all unpromising edges in Theorem 6 takes $O\left(m \cdot h_{\max }\right)$ time, where $h_{\max }$ is the largest number of edges in neighborhood subgraphs. To remedy the cost, we give the following lemma.

Lemma 7. Given a vertex $u$ and a vertex $v$ in $N(u)$, the degree of $v$ in $G[N(u)]$ is equivalent to the number of triangles that contain the edge $(u, v)$.
Based on Lemma 7, removing all the edges not satisfying the condition in Theorem 6 is equivalent to computing the $k$-truss in graph, which is formally defined as follows.

Definition 9. ( $k$-Truss) Given a graph $G$ and an integer $k, a$ $k$-truss is a maximal connected subgraph in which every edge is contained in at least $k-2$ triangles [52].

Let $S$ be the maximal subgraph such that for each pair of connected vertices $u$ and $v$ in $V_{S}, v$ is in $(k-2)$-core of $G[N(u)]$. Then, $S$ is a $k$-truss of $G$.

Example 9. We consider the graph in Fig. 6. Given the vertex $v_{12}$ and $k=4$, the degree of $v_{15}$ in the neighborhood Authorized licensed use limited to: BEIJING INSTITUTE OF TECHNOLOGY. Downloaded on January 23,2024 at $02: 53: 56$ UTC from IEEE Xplore. Restrictions apply.


$$
\begin{aligned}
& f(A)=0.25 \\
& f(B)=4 \\
& f(A B)=1.125 \\
& \left.\mathrm{fn}\left(V_{4}\right), v_{9}\right)=5.458
\end{aligned}
$$

Fig. 6. Pruning $G$ via (4,6)-significant truss.
subgraph of $v_{12}$ is 0 . In other words, there is no triangle containing the edge $\left(v_{12}, v_{15}\right)$. Therefore, $v_{12}$ and $v_{15}$ cannot be in the same $(4, \theta)$-clique according to Theorem 6 .

Similar to the neighborhood significance, we define the support significance for the statistical edge reduction.

Definition 10. (Support Significance) The support significance of an edge $(u, v)$, denoted by $f_{n}(u, v)$, is the sum of $f(u, v)$ and the chi-square statistics of all common neighbors of $u$ and $v$, i.e., $f_{n}(u, v)=f(u, v)+\sum_{w \in N(u) \cap N(v)} f(w)$.

Lemma 8. Given $a(k, \theta)$-significant clique $C$, we have $f_{n}(u, v) \geq \theta$ for every edge $(u, v) \in E_{C}$.
Example 10. We consider the edge $\left(v_{4}, v_{9}\right)$ in the graph of Fig. 6. There are two common neighbors - $v_{3}$ and $v_{8}$. We have $f_{n}\left(v_{4}, v_{9}\right)=f\left(v_{4}, v_{9}\right)+1.125+0.25=5.458$. Based on Lemma 8 , the edge $\left(v_{4}, v_{9}\right)$ cannot be in any $(k, \theta)$-significant clique if $\theta>5.458$.

The support of an edge $(u, v)$, denoted by $\sup (u, v)$, is the number of triangles that contains $(u, v)$. Based on Definitions 10 and 9, we define a new statistical cohesive subgraph model as follows.
Definition 11. (Significant Truss) Given a graph $G$, an integer $k$ and a positive real value $\theta,(k, \theta)$-Significant Truss (ST for short) is a maximal connected subgraph of $\bar{G}$ in which every edge $(u, v)$ satisfies (i) $\sup (u, v) \geq k-2$, and (ii) $f_{n}(u, v) \geq \theta$.
Example 11. An example of the pruning result by applying $(4,6)$-significant truss is given in Fig. 6. The edge $\left(v_{12}, v_{15}\right)$ and all the edges connected to $v_{4}$ are removed.

The following theorem shows that $(k, \theta)$-ST is guaranteed to have stronger pruning effectiveness than $(k, \theta)-S C$.
Theorem 7. $A(k, \theta)$-significant truss must be contained in a ( $k-1, \theta)$-significant core.
Proof. Given a $(k, \theta)$-significant truss $C$ and an arbitrary vertex $u \in C$, for each neighbor $v \in N(u) \cap C$, we have $f_{n}(u, v) \geq \theta$ (Lemma 8). Thus, $f_{n}(u) \geq \theta$. Also, we have $\sup (u, v) \geq k-2$ by which we can get $\operatorname{deg}(u) \geq k-1$. So, $C$ is contained in a $(k-1, \theta)$-significant core.
ST Computation. We give the pseudocode for computing $(k, \theta)$-significant truss in Algorithm 3. The idea is similar to that of truss decomposition [52]. The complexity of Algorithm 3 is summarized below.

Theorem 8. The time complexity and space complexity of Algorithm 3 are $O(\alpha m)$ and $O(m)$, respectively.

Proof. Lines 1-5 initialize the support and the support significance of each edge. The time complexity of enumerating all
triangles is $O\left(\sum_{(u, v) \in E} \min (\operatorname{deg}(u), \operatorname{deg}(v))\right)$, i.e., $O(\alpha \cdot m)$, where $\alpha\left(\alpha<m^{0.5}\right)$ is the graph arboricity and equals the minimum number of forests to cover all edges in the graph [53]. Lines 6-8 takes $O(m)$ time. We update necessary edges after $(u, v)$ is removed in Line 10 . We use a hash set to maintain all neighbors of each vertex. As a result, the time complexity for Lines $9-20$ is $O(\alpha \cdot m)$. The total time complexity is $O(\alpha \cdot m)$. Note that we never store any triangle during the algorithm, thus the space complexity is $O(m)$.

Remark: Similar to Section 4.2, we can further embed the color-based bound in the concept of $(k, \theta)$-significant truss and improve the pruning effectiveness. However, maintaining such colorful supports and statistics for each edge incurs large space usage and processing time. Therefore, we only compute $(k, \theta)$-significant truss in our final algorithm.

```
Algorithm 3. ST \((G, \theta, k)\)
    \(\sup (u, v) \leftarrow 0, f_{n}(u, v) \leftarrow f(u, v) ;\)
    foreach enumerated \(\triangle_{u, v, w} \in G\) do
        \(\sup (u, v) \leftarrow \sup (u, v)+1 ;\)
        \(f_{n}(u, v) \leftarrow f_{n}(u, v)+f(w) ;\)
        repeat two lines above for \((u, w)\) and \((v, w)\);
    \(Q \leftarrow\) initialized an empty queue;
    foreach \((u, v) \in E_{G}: \operatorname{invalid}(u, v, \theta, k-2)\) do
        Q.push \(((u, v))\);
    while \(Q \neq \emptyset\) do
        \((u, v) \leftarrow Q . p o p()\);
        if \(\operatorname{deg}(u)>\operatorname{deg}(v)\) then swap \(u\) and \(v\);
        foreach \(w \in N(u)\) do
            if \(w \in N(v)\) then
                if invalid \((u, w, \theta, k)\) then continue;
                \(\sup (u, w) \leftarrow \sup (u, w)-1\);
                \(f_{n}(u, w) \leftarrow f_{n}(u, w)-f(v) ;\)
                if invalid \((u, w, \theta, k)\) then
                    Q.push \(((u, w))\);
            repeat five lines above for \((v, w)\);
        remove \((u, v)\) from \(E_{G}\);
    remove all isolated vertices from \(V_{G}\);
    Procedure invalid \((u, v, \theta, k)\) :
        if \(\sup (u, v)<k-2\) then return true;
        if \(f_{n}(u, v)<\theta\) then return true;
        return false;
```


## 5 The Final Algorithm

Our final algorithm to enumerate maximal $(k, \theta)$-significant cliques is given in Algorithm 4. We reduce the input graph $G$ by computing the $(k-1, \theta)-C S C$ and the $(k, \theta)$-ST in Line 2 and Line 3, respectively. The order of $C S C$ and $S T$ does not affect the result. However, as $C S C$ requires less computation than $S T$, we apply $C S C$ first. Different from SigClique, the recursive enumeration procedure Enum* in SigClique* computes relaxed colorful $(k-1, \theta)$-significant cores $(R C S C)$ in Line 3 instead of $(k-1)$-cores (Line 2) and color numbers (Line 4) of Enum.

Relaxed CSC. Given a graph $G$, an integer $k$ and a real value $\theta$, let $S$ and $S^{\prime}$ be the vertices in $(k, \theta)-S C$ and $(k, \theta)-C S C$, respectively. An induced subgraph of $S^{\prime \prime}$ is
called a relaxed colorful $(k, \theta)$-significant core if $S^{\prime} \subseteq S^{\prime \prime} \subseteq$ $S$. The motivation of computing $R C S C$ s is to hold the same $O(m)$ time complexity as $k$-core computation but bring stronger pruning effectiveness.

Recall that in Algorithm 2 to compute $(k, \theta)-C S C$ s, the dominating cost is to sort the neighbors of each vertex, which is used to efficiently update the colorful neighborhood significance (Fig. 5). To reduce the time complexity from $O\left(m \cdot \log d e g_{\max }\right)$ to $O(m)$, we do not update the colorful neighborhood significance $f_{c n}$ for each vertex in the iteration but just remove all vertices $u$ with $f_{c n}(u)<k$ in the first round. Specifically, we modify Algorithm 2 to compute $R C S C$ s in the following three parts. First, in Line 3, we additionally compute $f_{n}(u)$. Second, we replace Line 10 with "update $f_{n}(u)$ ". Third, we additionally check whether $f_{n}(u)<\theta$ in the procedure invalid. As a result, we derive a subgraph which satisfies the conditions of $S C$ but possibly contains some vertices $u$ with $f_{c n}(u)<\theta$. Due to the space limitation, we omit the detailed pseudocode of RCSC. Without the sorted data structure, the time complexity of RCSC reduces to $O(m)$, and the pruning effectiveness is at least the same as Line 2 and Line 4 in Enum.

```
Algorithm 4. SigClique* \((G(V, E), \theta, k)\)
    color \(G\) based on the degeneracy order;
    \(\operatorname{CSC}(G, \theta, k-1)\);
    \(\mathrm{ST}(G, \theta, k)\);
    Enum \({ }^{*}(V, \emptyset, \theta, k)\);
    Procedure \(\operatorname{Enum}^{*}(R, I, \theta, k)\) :
        \(\operatorname{RCSC}(R, \theta, k-1)\);
        if \(R \cap I \neq I\) then return;
        if \(R\) is a \((k, \theta)\)-significant clique then
            if \(\operatorname{IsMax}\left(R, \bigcap_{v \in R} N(v), \theta\right)\) then output \(R\);
            return;
        if \(R=I\) then return;
        pick a vertex \(u\) from \(R \backslash I\);
        Enum* \(\left(I \cup N_{R}(u) \cup\{u\}, I \cup\{u\}, \theta, k\right)\);
        Enum* \((R \backslash\{u\}, I, \theta, k)\);
```


## 6 EXPERIMENTS

In this section, we evaluate the efficiency and effectiveness of our proposed algorithms. We implement our algorithms with four versions according to the pruning techniques, namely SigClique, SigClique-SC, SigClique- $C S C$, and SigClique*. SigClique is the Algorithm 1 with basic $k$-core and graph coloring reduction techniques. SigClique- $S C$ utilizes the significant core technique to prune the unpromising vertices. SigClique-CSC is the algorithm with the colorful significant core pruning rule. SigClique* contains all the pruning techniques. We also implement kClist, a variant of the k -clique listing algorithm [47]. We add our significance computation and maximality testing to make it able to enumerate sigcliques. All the algorithms are implemented in $\mathrm{C}++$, and all the experiments are conducted on a Linux machine with 3.7 GHz Xeon CPU and 64 GB memory.

Datasets. We evaluate our algorithms with seven realworld datasets as showed in Table 1. EUmail is a communication network that contains the email sending and receiving information from a large European research institution.

TABLE 1
Network Statistics ( $\operatorname{deg}_{\max }$ is the Maximum Degree, $c$ is the Core Value)

| Dataset | $n$ | $m$ | $d e g_{\max }$ | $c$ |
| :--- | :---: | :---: | :---: | :---: |
| EUmail | 265,214 | 420,045 | 7,636 | 37 |
| Amazon | 334,863 | 925,872 | 549 | 6 |
| CiteSeer | 384,413 | $1,751,463$ | 1739 | 15 |
| DBLP | 556,533 | $1,311,766$ | 373 | 25 |
| Youtube | $1,134,890$ | $2,987,624$ | 28,754 | 51 |
| Hyves | $1,402,673$ | $2,777,419$ | 31,883 | 39 |
| Patent | $3,774,768$ | $16,518,948$ | 793 | 64 |

Amazon is a co-purchasing network from Amazon.com, where the vertices represent products, and the edges between them mean the two products are frequently purchased together. DBLP is a co-authorship network in which each vertex represents an author, and there is an edge between two vertices if they have co-authored at least three papers. Both Youtube and Hyves are social networks. CiteSeer and Patent are citation networks. On each graph, we randomly assign each vertex with 1-3 labels chosen from a 4label alphabet. EUmail, Amazon, Youtube, and Patent are downloaded from the Stanford Large Network Dataset Collection. ${ }^{2}$ CiteSeer and Hyves are downloaded from the Koblenz Network Collection. ${ }^{3}$ DBLP is extracted from the computer science bibliography DBLP. ${ }^{4}$

Parameters. Our algorithms have two parameters, namely $\theta$ and $k$. The parameter $\theta$ is selected from the set $\{8,10,12,14\}$ with the default value $\theta=10$, and the parameter $k$ is ranging from $\{3,5,7,9\}$ with a default value $k=5$. Unless otherwise specified, a parameter is set as the default value when we vary the other one. Regarding the efficiency evaluation, we prepare four labels $\Sigma=\{\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}\}$. We randomly and independently assign a set of labels in $\Sigma$ for each vertex in the graph. We assign the same proportion for all labels, and the expected label distribution is $P=\{0.25,0.25,0.25,0.25\}$.

### 6.1 Efficiency Evaluation

Exp-1: Overall Efficiency of Maximal Significant Clique Enumeration. Table 2 compares the running time of SigClique* with SigClique and kClist under the default parameter setting. On the right side, we also show the number and the maximum size of corresponding maximal significant cliques. We can see that SigClique* is the fastest on most datasets. Compared to SigClique, the speedup in EUmail is small (from 8 seconds to 7 seconds) for the following reasons. First, EUmail has the smallest size in all datasets, and the improvement room is limited. Second, the average degree in EUmail is relatively small, which means the basic $k$-core pruning has been very effective. On Patent, SigClique* takes about 151 seconds while SigClique cannot finish in 5 hours. kClist is faster on Amazon and CiteSeer as both datasets have small core values and numbers of cliques, which means the listing can be fast. On other datasets with larger core values and numbers of cliques, our SigClique* is much faster.
2. https: / /snap.stanford.edu/
3. http:/ / konect.cc/networks/
4. https:/ /dblp.uni-trier.de/

TABLE 2
Overall Running Time of Enumerating on All the Datasets and the Number and the Maximum Size of Corresponding Maximal Significant Cliques

| Dataset | SigClique | SigClique $^{*}$ | kClist | \# sigcliques | $k_{\text {max }}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| EUmail | 8 s | $\mathbf{7 s}$ | 13 s | 1198 | 15 |
| Amazon | 362 s | 2 s | 1 s | 31 | 6 |
| CiteSeer | 340 s | 8 s | 2 s | 137 | 9 |
| DBLP | 224 s | $\mathbf{7 4} \mathbf{~ s}$ | 204 s | 1388 | 23 |
| Youtube | 469 s | $\mathbf{8 6} \mathbf{~}$ | 138 s | 6036 | 16 |
| Hyves | 1605 s | $\mathbf{2 1 9} \mathbf{s}$ | 525 s | 998 | 14 |
| Patent | - | $\mathbf{1 5 1 ~ s}$ | 177 s | 1790 | 9 |

Exp-2: Running Time of Different Pruning Strategies With Varying Parameters. We evaluate the running time of our algorithms by varying the input parameter $k$ and $\theta$. Due to the space limitation, we only report the results on two representative datasets, i.e., Youtube and Patent. The results on other datasets perform similar trends. Given the default $k=$ 5, we vary $\theta$ from 8 to 14 in Figs. 7a and 7b. We only have the line for SigClique* on Patent since the algorithms cannot finish in 5 hours under other settings. We can see a downward trend for the algorithms on both Youtube and Patent when $\theta$ increases. On Patent, the running time of SigClique* is about 1.25 hours when $\theta=8$ and drops to 25 seconds when $\theta=14$. Fig. 7b also reveals the effectiveness of our several pruning techniques. SigClique is the slowest algorithm under all $\theta$ values since it only uses the basic $k$-core and the graph coloring pruning rules to reduce the search space. SigClique-SC starts to consider statistical pruning, which is a little faster than SigClique. When $\theta$ is small, the running time of SigClique- $S C$ is similar to SigClique, because the degree pruning dominates in the algorithm. The gap between SigClique-SC and SigClique proves the effectiveness of the significant core model. SigClique-CSC is the second fastest algorithm in the figure since it adopts a stronger pruning model than SigClique-SC. The gap between SigClique- $C S C$ and SigClique-SC proves the effectiveness of the colorful significant core model. SigClique* contains all optimizations, which is the fastest. The gap between SigClique* and SigClique-CSC proves the effectiveness of the significant truss model.


(a) Patent

(b) Youtube

Fig. 8. Running time of SigClique* by varying $\theta$ and $k$.

Given the default $\theta=10$, we vary $k$ from 3 to 9 in Figs. 7c and 7 d . The results are similar to those when varying $\theta$. For example, on Patent, SigClique* takes 175 seconds and 12 seconds when $k=3$ and $k=9$, respectively. In Fig. 7d, the running time of SigClique is almost the same as that of SigClique-SC when $k$ is large, because $\theta$ does not change and the degree pruning is the dominating rule. Fig. 8 shows the running time of SigClique* on Patent and Youtube while varying the $\theta$ and $k$.

Exp-3: Number of Vertices After Reduction. To further evaluate our pruning techniques, we report the number of vertices after performing the reduction rules (e.g., core, significant core, colorful significant core, and significant truss) and before invoking the Enum procedure in Fig. 9. As shown in Figs. 9a and 9b, when varying $\theta$, we can see that the number of vertices for SigClique never changes since only the structural pruning is performed in SigClique. Note that even though the significant truss is an edge pruning model, many vertices become isolated and are removed during the edge removal. The results show that our final pruning techniques are extremely effective. For example, in Fig. 9a, the number of vertices is about 194 thousand when $\theta=8$ but drops to only about 17 thousand when $\theta=14$.

Exp-4: Number of Maximal Significant Cliques. We report the number of maximal significant cliques under different parameters in Fig. 10. The number of results gradually decreases when $\theta$ increases from 8 to 14 on both datasets. For example, in Fig. 10a, we have over 12 thousand maximal $(5,8)$-significant cliques and 154 maximal $(5,14)$-significant cliques on Patent. In Fig. 10c, we see a sharp drop from $k=7$ to $k=9$. That is because there exist a larger number of $(7,10)$-cliques or $(8,10)$-cliques on Patent.


Fig. 7. Running time of different algorithms by varying $\theta$ and $k$.
Fig. 9. The number of vertices after pruning by varying $\theta$ and $k$.
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Fig. 10. The number of maximal $(\theta, k)$-cliques.

Exp-5: Scalability Testing. We evaluate the scalability of our final algorithm SigClique* on Patent with the baseline SigClique as a comparison. The results on other datasets show similar trends. We vary the graph size and density by randomly sampling vertices and edges from $20 \%$ to $100 \%$, respectively. When sampling vertices, we derive the induced subgraph of the sampled vertices, and when sampling edges, we select the incident vertices of the edges as the vertex set. The results are shown in Fig. 11. We do not have results of SigClique under several settings since it cannot finish in 5 hours. The results show that our algorithm is scalable to large graphs. In Fig. 11a, the time of SigClique* is 0.5 s when sampling $20 \%$ vertices and increases to 151 seconds finally.

### 6.2 Case Study on DBLP

To evaluate the effectiveness of our model, we conduct a case study on DBLP and compare it with the maximal clique model. We generate a collaboration network for the DBLP, where an edge connects two researchers if they have at least three co-authored publications. Regarding the vertex labels, we select the publication data for each researcher from three major conferences in the database area - SIGMOD, PVLDB, and ICDE over the last decade. We assign each vertex the label that indicates the author has a published paper on the corresponding conference. Specifically, for each conference every year, given a researcher $u$, we assign $u$ a conference name if $u$ has a publication in the conference and an empty value $\emptyset$ otherwise. Note that the assigned labels can be repeated for each researcher.

For example, assume that $u$ has one SIGMOD publication, two PVLDB publications, and no ICDE publication in



Fig. 12. The maximal $(5,500)$-significant cliques of Prof. Jiawei Han on DBLP graph.
one year. The added labels in such a year for $u$ are $\{$ SIGMOD, PVLDB, PVLDB, $\emptyset\}$. Given the impact factor of these conferences, we expect the proportion of label frequencies for SIGMOD, PVLDB, ICDE, and $\emptyset$ (no paper published) as $1: 2: 3: 30$. The rationale is that we give a relatively low expected frequency for the highest-ranked conference. If a researcher does not have any publication in the last decade, they will have thirty $\emptyset$ labels. Intuitively, a significant clique with a large chi-square value in our setting may represent a research group with many high-ranked conference publications.

In Figs. 12a, 12b, and 12c, we show all the maximal significant cliques containing the Prof. Jiawei Han with the parameters $k=5$ and $\theta=500$. The parameter setting is application-oriented, where generally, the larger the $k$ or $\theta$, the fewer the resulting subgraphs. As we can see, there are three $(5,500)$-cliques reported by our model. The chi-square statistics of the results in Figs. 12a, 12b, and 12c are 828.639, 589.864, and 722.331, respectively.

In comparison, we also enumerate all the maximal cliques containing Prof. Jiawei Han with at least 5 vertices. There are 33 resulting subgraphs, including two 7-cliques, four 6 -cliques, and 275 -cliques. Due to the large result size, we show some representatives of them in Fig. 13. We can see that the number of maximal cliques is much more than that of the $(5,500)$-cliques. We find that the main research interests of many resulting authors do not lay in the database area. For example, Prof. Tarek F. Abdelzaher, Prof. Su Lu, and Dr. Shaohan Hu may be mainly interested in the


Fig. 13. The maximal cliques containing Prof. Jiawei Han on DBLP graph with at least 5 vertices. (a) and (b) are 7 -cliques. (c)-(f) are 6-cliques. $(\mathrm{g})$ and ( h ) are 5-cliques.


Fig. 14. The chi-square statistic of all the maximal cliques containing Prof. Jiawei Han with at least 5 vertices.

Internet of Things, Cyber-Physical Systems, and Mobile Computing since they have contributed a lot to the corresponding research area. However, they all have co-authored only one PVLDB paper in the past decade. According to historical publications, they should be excluded if we want to find significant database communities.

We have a consistent conclusion when considering the chi-square statistics of the resulting maximal cliques. In Fig. 14, we group all the 33 maximal cliques (with size at least 5) containing Prof. Han into five groups by corresponding chi-square statistics. We can see that the chisquare statistics of most results are relatively low, which means the resulting communities have rather less significance in the database area. For example, there are 25 results whose chi-square statistics lay in the interval $(0,200]$. By contrast, all the resulting three $(5,500)$-significant cliques reported by our model have much higher chi-square statistics. Note that the three maximal $(5,500)$ significant cliques are also included in the results of maximal cliques.

## 7 Related Works

Significant Sub-Structures on Graphs. Many real-world applications rely on exploiting statistically significant sub-structures on graphs, which include significant paths [54], trees [55], and subgraphs [12], [13]. Zhang et al. propose a sampling method based on modularity to detect significant communities on graphs [56]. He et al. utilize the $p$-value bound to develop a local search algorithm to find significant subgraphs [57]. A brief survey on significant sub-structures can be found in [58]. However, most previous works are tailored to unlabeled graphs that ignore the label information on vertices. Arora et al. propose a statistically significant connected subgraph model, which depicts the label figure with chi-square statistics [14]. This model may not be applicable to our problem, as the connection between the nodes inside a connected subgraph may be very loose.

Community Modeling. The community models over graphs have been extensively explored. Communities are often modeled by a group of densely connected nodes. In the literature, various community models and algorithms have been proposed, which include clique [24], [43], [44], k-core [40], [51], ktruss [52], k-clan [59], k-plex [60], and so on. In recent years, more models for community detection that consider graph label information have also been developed. Notable examples include the $k$-core-based attributed community model [37], the truss-based attributed community model [38], the keywordcentric attributed community searching model [39]. However,
all the above models never consider the statistical significance of the discovered community, which cannot be directly applied to our problem.

Maximal Clique Enumeration. The clique model has a wide range of applications. The enumeration of all maximal cliques in a graph has long been a popular problem in graph data mining. Many existing works have been put forward to study the problem. Most of them are based on a backtracking diagram [44], [45], [46]. Tomita et al. [45] propose a pivoting technique which is proved to be worst-case optimal. [46] further improves the time complexity of maximal clique enumeration on sparse graphs. Jin et al. [61] propose an approach combining a hybrid data structure and a new pivot selection rule to accelerate the enumeration. [43] and [62] propose I/O efficient and distributed algorithms, respectively. Chang et al. [20] proposes an algorithm to progressively compute maximal cliques in polynomial delay.

## 8 Conclusion

In this paper, we formulate a new model, called maximal $(k, \theta)$-significant clique, to capture statistically significant cohesive subgraphs in large labeled graphs. We propose a novel branch-and-bound algorithm and several effective pruning rules to enumerate all maximal $(k, \theta)$-significant clique. Extensive experiments are conducted to show the efficiency of our algorithms.
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